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Figure 1: Comparing common INR and VAE based learned models for the hologram compression task in a split view. For every

image inset, the lower triangles represent the compressed phase-only hologram with PSNR and SSIM metrics, respectively. The

upper triangle displays the 3D reconstruction of the corresponding 3D phase-only hologram, incorporating PSNR, SSIM ,and

LPIPS metrics in order (Source image: photosteve101).

Abstract

We evaluate the performance of four common learned models utiliz-

ing INR and VAE structures for compressing phase-only holograms

in holographic displays. The evaluated models include a vanilla

MLP, SIREN [Sitzmann et al. 2020], and FilmSIREN [Chan et al.

2021], with TAESD [Bohan 2023] as the representative VAE model.

Our experiments reveal that a pretrained image VAE, TAESD, with

2.2" parameters struggles with phase-only hologram compres-

sion, revealing the need for task-speci�c adaptations. Among the

INRs, SIREN with 4.9: parameters achieves %40 compression with

high quality in the reconstructed 3D images (PSNR = 34.54 dB).

These results emphasize the e�ectiveness of INRs and identify the

limitations of pretrained image compression VAEs for hologram

compression task.

CCS Concepts

• Computing methodologies→ Image compression; • Theory

of computation → Data compression; • Hardware → Displays

and imagers; Emerging optical and photonic technologies.
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1 Introduction

Figure 2: Unlike

natural images, holo-

grams are dominated

by high-frequency

content. (Source

image: leaves-

Color2025)

Emerging holographic displays [Kavaklı

et al. 2023; Zheng et al. 2024] utilize

phase-only holograms to reconstruct

full-color 3D scenes at various optical

depths. The diversity of phase-only holo-

gram types and encoding schemes avail-

able today re�ects the infancy of dis-

play hardware and the lack of standard-

ized practices. These hologram types,

which include single-color and multi-

color variants, and their counterpart en-

coding schemes like double-phase or di-

rect phase encoding, require e�cient

compression due to their high-frequency

information content (see Fig. 2). On the

other hand, learned models [Wang et al.

2022] are known to struggle preserving

high-frequency features, and the poten-

tial bene�ts of compression using learned

models remain uncertain, regardless of

type or encoding. This ambiguity mo-

tivates our investigation into whether

learned models can e�ectively compress

phase-only holograms and contribute to improved storage and

transmission e�ciency. Therefore, we chose two general learned
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model structures: VAE, which generates images by learning in a

latent space, and INR, which directly represents image content us-

ing implicit neural functions. Our work presents the �rst attempt

to assess the learned models in a structured way for the hologram

compression task. We focus solely on comparing the performance

of di�erent existing methods for hologram image compression with

the aim of providing a foundation for future optimization using

novel models or approaches. Speci�cally, in this early study, we ana-

lyze a vanillaMLP, SIREN [Sitzmann et al. 2020], and FilmSIREN

[Chan et al. 2021], with TAESD [Bohan 2023] as the representative

VAE model.

2 Method

Our assessments involve using single-color double-phase encoded

phase-only holograms, % ∈ R
3×512×512, using three color primaries.

These %s are calculated for threewavelengths, _ = {473, 515, 639}=<

and a �xed pixel pitch, ?G = 3.74 `< (Jasper Display JD7714). We

adopt an o�-the-shelf TAESD trained for image compression task.

Speci�cally, the TAESD with 2.2" parameters encodes % to a

U ∈ R
16×64×64 and later decodes into the original resolution of

3 × 512 × 512. Fig. 1 shows pretrained TAESD fails, requiring dedi-

cated training for generalization, the compression would amount

to %92 reduction (excluding TAESD params). Thus, we choose to

explore INR based models to see if the feature size could be further

reduced while accepting longer training times as INRs typically are

over�tted on a single data at a time. In our study, we compare three

foundational INR architectures (vanilla MLP, SIREN, and Film-

SIREN), aiming for ∼ %40 compression to strike a balance between

the quality of the reconstructed image and the compression ratio.

%s are split into patches (e.g., 3×64×64), a separate model is trained

for each patch (initialized from prior weights), and their outputs are

combined for full reconstruction. Experiments that we are going

to detail in the next section utilize ten di�erent holograms (The

purpose of selecting a small but diverse set of initial samples in this

study is to demonstrate the comparative trends among di�erent

methods. The large-scale validation work will be addressed in the

subsequent research.) and turns them into patches by following the

choices listed in Tbl. 1. All INRs use Adam (lr=0.0001) with StepLR

(gamma=0.5 every 5000 epochs), trained for 10000 epochs. More

details of our models are available in our supplementary.

3 Results and Discussions

SIREN and FilmSIREN provide strong compression, outperform-

ing vanilla MLP, with SIREN showing best consistency. In our

current experiments in Tbl. 1, SIREN achieves the highest �delity

with a PSNR of 42.29 dB and SSIM of 0.9997 at 3× 64× 64 patch size,

For 3D holographic reconstructions with a 5 mm volume depth,

metrics are averaged over three focal planes at propagation dis-

tances of −2.5, 0, and +2.5 mm. Under this setting, SIREN attains

a PSNR of 34.54 dB, SSIM of 0.96, LPIPS of 0.10 marginally outper-

forms FilmSIREN (PSNR = 33.27 dB, SSIM = 0.94, LPIPS = 0.15).

Additionally, under identical training schedules, both SIREN and

FilmSIREN frequently satis�ed the early stopping criterion near

2000 epochs. This consistency implies a relatively smooth optimiza-

tion process, suggesting that these models can converge e�ectively

without compromising image quality, which is a favorable prop-

erty in hologram compression task. The computational demand of

around 40minutes per hologram seems justi�ed by SIREN’s ability

to preserve quality. These observations suggest that specialized

INR architectures require further investigation for the hologram

compression task, potentially opening new solutions for e�cient

3D scene representation in holographic displays. Achieving robust

compression remains an open challenge; our study guides future

work on e�cient 3D holographic rendering/storage.

Table 1: Patch based hologram quality comparison between

vanilla MLP, FilmSIREN, and SIREN.

vanilla MLP

Patch size PSNR ± Std. Params Comp. Ratio

3 × 64 × 64 40.06 ± 2.73 5,059 41%

3 × 96 × 96 41.50 ± 2.91 11, 139 40%

3 × 128 × 128 39.88 ± 2.05 19,459 40%

3 × 160 × 160 40.71 ± 1.89 31,939 41%

FilmSIREN

Patch size PSNR ± Std. Params Comp. Ratio

3 × 64 × 64 40.92 ± 2.91 4, 869 40%

3 × 96 × 96 40.68 ± 2.58 10,755 39%

3 × 128 × 128 39.70 ± 3.18 19,137 39%

3 × 160 × 160 35.48 ± 2.93 30,357 40%

SIREN

Patch size PSNR ± Std. Params Comp. Ratio

3 × 64 × 64 42.29 ± 2.45 4, 899 40%

3 × 96 × 96 40.83 ± 2.63 11,171 40%

3 × 128 × 128 39.32 ± 3.08 19,491 40%

3 × 160 × 160 37.51 ± 4.88 31,971 41%
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